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Indonesia

274
mil

https://www.worldometers.info/



B. Related Works
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Neural Summarization in English

2015 2016 2017 2018 2019 2020

* NYT (Sandhaus)
* Gigaword (Graff et al.)

CNNDM 
(Hermann et al.)

03-08   ...

* XSUM (Narayan et al.)
* arXiv and PubMed
(Cohan et al.)

* BIGPATENT 
 (Sharma et al.)
* Reddit TIFU
(Kim et al.)

First neural model
(Rush et al.)

Pointer generator
(See et al.)

* Bottom-Up 
(Gehrmann  et al.)
* RL (Paulus et al.)

Pointer network
(Nallapati  et al.)

BERT (Liu and 
Lapata)

* BART (Lewis et al.)
* PEGASUS (Zhang et al.)



B. Related Works
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Neural Summarization in non-English

❏ Chinese (LCSTS) by Hu et al., 2015
→ 2 million Chinese short texts
→ from local microblogging website Sina Weibo

❏ Spanish (ES-News) by Gonzalez et al., 2019
→ 270k pairs news article
→ Not publicly available



B. Related Works
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Summarization in Indonesian Language

❏ Primarily extractive and use small dataset.
→ Gunawan et al. (2017) used 3,075 news
→ Najibullah (2015) used 100 news

❏ Small publicly available corpus for abstractive model
→ Koto (2016) create chat summarization dataset (3 annotators, 300 chat logs)
→ Kurniawan and Louvan (2018) release IndoSum (19K news)



Dataset Construction
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❏ Other indigeneous languages in Indonesia: Javanese and Sundanese
❏ Novitasari et al., 2020; Wibawa et al., 2018 

→ machine speech chain
❏ Pratama et al., 2020

→ part-of-speech
❏ Suryani et al., 2016

→ translation system

B. Related Works
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A. Data Collection
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https://www.liputan6.com

❏ We harvest this public data in 10 years time range, between October 2000 and October 2010.
❏ In the HTML page, the summary is located in variable shortDescription.
❏ 215,827 pairs
❏ Comparison with IndoSum:



B. How abstractive is Liputan6?
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https://www.liputan6.com



C. Xtreme Dev and Test Set
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Xtreme variant provides a more abstractive summary.



Summarization Model
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mBERT and IndoBERT for Summarization Model
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IndoBERT
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→ Data:
❏ Indonesian Wikipedia (74M words)
❏ news articles from Kompas, 10 Tempo, 11 (Tala et al., 2003) and Liputan6 (55M words)
❏ Indonesian Web Corpus (Medved and Suchomel, 2017) (90M words)

→ Model: bert-base-uncased
→ 1,067,581 train instances and 13,985 development instances (without reduplication)

→ trained the model for 2.4M steps (180 epochs) for a total of 2 calendar months,
→ the final perplexity over the development set being 3.97 (similar to English BERT-base)



mBERT and IndoBERT for Summarization Model

15

● Extractive label (ORACLE) 
is created by greedily 
optimize ROUGE-1.

● BertExt (extractive 
model)



mBERT and IndoBERT for Summarization Model
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● BertAbs (abstractive 
model)

● BertExtAbs (extractive + 
abstractive model)



Experiment Results
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Lead-N
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36.6

31.1



All Results
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All Results
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MBERT

MBERT



All Results
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IndoBERT

IndoBERT



Error Analysis
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A. Extractive Model (BertExt)
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BertExt 65%

42% Oracle/Gold 



A. Extractive Model (BertExt)

24

43% Similar to the test set



B. Abstractive Model (BertExtAbs)
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❏ We analyze test set with R1 score less than 0.4 (5,773 documents (nearly 50%)).

Procedure:

❏ Randomly select 100 samples.
❏ Two native Indonesian speakers annotate general quality: 1) bad, 2) average and 3) good.
❏ Annotators read the article, gold summary, and the system summary

Pearson correlation among annotators: 0.692



B. Abstractive Model (BertExtAbs)
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Fine-grained attributes for Error Analysis:

● Abbreviation
● Morphology
● Synonyms/paraphrasing
● Lack of Coverage
● Wrong Focus
● Unnecessary details (from document)
● Unnecessary details (not from document)

→ System summary uses abbreviations that are different to the reference
→ System summary uses morphological variants of the same lemmas



B. Abstractive Model (BertExtAbs)
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B. Abstractive Model (BertExtAbs)
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B. Abstractive Model (BertExtAbs)
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Conclusion
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Key Takeaways
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Our primary contributions:

(1) we release Liputan6, a large-scale Indonesian summarization corpus.
➔ train/val/test set is 193,883/10,792/10,792
➔ Xtreme val/test set is 4,948/3,862

(2) we create strong baseline with IndoBert
(3) we perform a thorough error analysis for future work.
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THANKS!
https://github.com/fajri91/sum_liputan6


