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Categorization/Classification

• Given:
– A description of an instance, xX, where X is the instance 

language or instance space.

• Issue: how to represent text documents.

– A fixed set of categories:

C = {c
1
, c

2
,…, c

n
}

• Determine:
– The category of x: c(x)C, where c(x) is a categorization 

function whose domain is X and whose range is C.

• We want to know how to build categorization functions 

(“classifiers”).



A GRAPHICAL VIEW OF TEXT CLASSIFICATION
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EXAMPLES OF TEXT CATEGORIZATION

• LABELS=BINARY

– “spam” / “not spam”

• LABELS=TOPICS

– “finance” / “sports” / “asia”

• LABELS=OPINION

– “like” / “hate” / “neutral”

• LABELS=AUTHOR

– “Shakespeare” / “Marlowe” / “Ben Jonson”

– The Federalist papers 



Methods (1)

• Manual classification
– Used by Yahoo!, Looksmart, about.com, ODP, Medline

– very accurate when job is done by experts

– consistent when the problem size and team is small

– difficult and expensive to scale

• Automatic document classification

– Hand-coded rule-based systems

• Reuters, CIA, Verity, …

• Commercial systems have complex query languages 

(everything in IR query languages + accumulators)



Methods (2)

• Supervised learning of document-label 

assignment function: Autonomy, Kana, MSN, 

Verity, …
• Naive Bayes (simple, common method) 

• k-Nearest Neighbors (simple, powerful)

• … plus many other methods

• No free lunch: requires hand-classified training data

• But can be built (and refined) by amateurs
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Bayesian Methods

• Learning and classification methods based on 
probability theory (see spelling / POS)

• Bayes theorem plays a critical role

• Build a generative model that approximates how 
data is produced

• Uses prior probability of each category given no 
information about an item.

• Categorization produces a posterior probability 
distribution over the possible categories given a 
description of an item.



Summary – Naïve Bayes

• Bayes theorem

• Bag of words

• Classification
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Naïve Bayes Classifier: 

Assumptions
• P(cj)

– Can be estimated from the frequency of classes in the 

training examples.

• P(x1,x2,…,xn|cj) 
– Need very, very large number of training examples 



Conditional Independence Assumption:

Assume that the probability of observing the    conjunction of attributes 

is equal to the product of the individual probabilities.



Flu

X1 X2 X5X3 X4

feversinus coughrunnynose muscle-ache

The Naïve Bayes Classifier

• Conditional Independence Assumption:

features are independent of each other given 

the class:
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 Textj  single document containing all docsj

 for each word xk in Vocabulary

– nk  number of occurrences of xk in Textj

–

Text Classification Algorithms: 

Learning

• From training corpus, extract Vocabulary

• Calculate required P(cj) and P(xk | cj) terms

– For each cj in C do

• docsj  subset of documents for which the target 

class is cj

•
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Text Classification Algorithms: 

Classifying

• positions  all word positions in current document which 

contain tokens  found in Vocabulary

• Return cNB, where
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Summary – Naïve Bayes



Term Document Matrix
Term Document Matrix. Representasi kumpulan dokumen yang 
akan digunakan untuk melakukan proses klasifikasi dokumen 
teks



Term Document Matrix
Dokumen Fitur (Kemunculan)

dokumen1 pajak (3), cukai (9), uang (2), sistem (1)

dokumen2 java (4), linux (2), sistem (6)

dokumen3 catur (2), menang (1), kalah (1), uang(1)

catur cukai java kalah linux menang pajak sistem uang

dokumen 1 0 9 0 0 0 0 3 1 2

dokumen 2 0 0 4 0 2 0 0 6 0

dokumen 3 2 0 0 1 0 1 0 0 1

Pilihan:

Frequency

Presence

TF-IDF



Contoh – Naïve Bayes



Contoh – Naïve Bayes (2)
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Contoh – Naïve Bayes (3)
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Classification Using Vector 

Spaces
• Each training doc a point (vector) labeled by its 

topic (= class)

• Hypothesis: docs of the same class form a 

contiguous region of space

• We define surfaces to delineate classes in space



Classes in a Vector Space

Government

Science

Arts



Test Document = Government

Government

Science

Arts

Similarity

hypothesis

true in

general?



k Nearest Neighbor Classification

• To classify document d into class c

• Define k-neighborhood N as k nearest neighbors of d

• Count number of documents i in N that belong to c

• Estimate P(c|d) as i/k

• Choose as class argmaxc P(c|d)    [ = majority class]



Example: k=6 (6NN)

Government

Science

Arts

P(science|   )?



Nearest-Neighbor Learning 

Algorithm
• Learning is just storing the representations of the training 

examples in D.

• Testing instance x:

– Compute similarity between x and all examples in D.

– Assign x the category of the most similar example in D.

• Does not explicitly compute a generalization or category 
prototypes.

• Also called:

– Case-based learning

– Memory-based learning

– Lazy learning



Similarity Metrics

• Nearest neighbor method depends on a similarity 
(or distance) metric.

• Simplest for continuous m-dimensional instance 
space is Euclidian distance.

• Simplest for m-dimensional binary instance space 
is Hamming distance (number of feature values 
that differ).

• For text, cosine similarity of tf.idf weighted vectors 
is typically most effective.



Illustration of Inverted Index
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Nearest Neighbor with Inverted 

Index
• Naively finding nearest neighbors requires a linear search 

through |D| documents in collection

• But determining k nearest neighbors is the same as 
determining the k best retrievals using the test document 
as a query to a database of training documents.

• Use standard vector space inverted index methods to find 
the k nearest neighbors.

• Testing Time: O(B|Vt|) where B is the average number of training 

documents in which a test-document word appears.

– Typically B << |D|



kNN: Discussion

• No feature selection necessary

• Scales well with large number of classes
– Don’t need to train n classifiers for n classes

• Classes can influence each other
– Small changes to one class can have ripple effect

• Scores can be hard to convert to probabilities

• No training necessary
– Actually: perhaps not true.  (Data editing, etc.)
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What is clustering?

• Clustering: the process of grouping a set of objects 
into classes of similar objects

– Documents within a cluster should be similar.

– Documents from different clusters should be 

dissimilar.

• The commonest form of unsupervised learning
• Unsupervised learning = learning from raw data, as 

opposed to supervised data where a classification of 

examples is given

– A common and important task that finds many 

applications in IR and other places

Ch. 16



A data set with clear cluster structure

• How would 

you design 

an algorithm 

for finding 

the three 

clusters in 

this case?

Ch. 16



Citation ranking



Citation graph browsing



Clustering: Navigation of search results

• For grouping search results thematically

– clusty.com / Vivisimo



Clustering: Corpus browsing

dairy
crops

agronomyforestry

AI

HCI

craft

missions

botany

evolution

cell
magnetism

relativity

courses

agriculture biology physics CS space

... ... ...

… (30)

www.yahoo.com/Science

... ...



Clustering considerations

• What does it mean for objects to be similar?

• What algorithm and approach do we take?

– Top-down: k-means

– Bottom-up: hierarchical agglomerative clustering 

• Do we need a hierarchical arrangement of 

clusters?

• How many clusters? 

• Can we label or name the clusters?



Hierarchical Clustering

• Build a tree-based hierarchical taxonomy 

(dendrogram) from a set of documents.

• One approach: recursive application of a 

partitional clustering algorithm.

animal

vertebrate

fish reptile amphib. mammal      worm insect crustacean

invertebrate

Ch. 17



Dendrogram: Hierarchical Clustering

– Clustering obtained 

by cutting the 

dendrogram at a 

desired level: each 

connected

component forms a 

cluster.

41



Hierarchical Agglomerative Clustering 

(HAC)

• Starts with each doc in a separate cluster

– then repeatedly joins the closest pair

of clusters, until there is only one 

cluster.

• The history of merging forms a binary tree 

or hierarchy.

Sec. 17.1

Note: the resulting clusters are still “hard” and induce a partition



Closest pair of clusters

• Many variants to defining closest pair of clusters

• Single-link
– Similarity of the most cosine-similar (single-link)

• Complete-link
– Similarity of the “furthest” points, the least cosine-similar

• Centroid
– Clusters whose centroids (centers of gravity) are the most 

cosine-similar

• Average-link
– Average cosine between pairs of elements

Sec. 17.2



Single Link Agglomerative 

Clustering
• Use maximum similarity of pairs:

• Can result in “straggly” (long and thin) clusters due to 

chaining effect.

• After merging ci and cj, the similarity of the resulting cluster 

to another cluster, ck, is:
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Sec. 17.2



Single Link Example

Sec. 17.2



Complete Link

• Use minimum similarity of pairs:

• Makes “tighter,” spherical clusters that are typically 

preferable.

• After merging ci and cj, the similarity of the resulting cluster 

to another cluster, ck, is:
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Sec. 17.2



Complete Link Example

Sec. 17.2



K-means and K-medoids algorithms

• Objective function:  

Minimize the sum of  

square distances of 

points to a cluster 

representative (centroid)

• Efficient iterative 

algorithms (O(n))



K-Means Clustering

1. Select K seed centroids s.t. d(ci,cj) > dmin

2. Assign points to clusters by minimum distance to centroid

3. Compute new cluster centroids:

4. Iterate steps 2 & 3 until no points change clusters
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Initial Seeds

(k=3)

Step 1: Select k random 

seeds s.t. d(ci,cj) > dmin

K-Means Clustering: Initial Data Points



Initial Seeds

Step 2: Assign points 

to clusters by min dist.

K-Means Clustering: First-Pass Clusters
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New Centroids

Step 3: Compute new 

cluster centroids:

K-Means Clustering: Seeds  Centroids
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CentroidsStep 4: Recompute 

K-Means Clustering: Second Pass Clusters
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New CentroidsAnd so on.

K-Means Clustering: Iterate Until Stability



Major issue - labeling

• After clustering algorithm finds clusters - how can 

they be useful to the end user?

• Need pithy label for each cluster
– In search results, say “Animal” or “Car” in the jaguar

example.

– In topic trees, need navigational cues.

• Often done by hand, a posteriori.

How would you do this?



How to Label Clusters

• Show titles of typical documents
– Titles are easy to scan

– Authors create them for quick scanning!

– But you can only show a few titles which may not fully 

represent cluster

• Show words/phrases prominent in cluster
– More likely to fully represent cluster

– Use distinguishing words/phrases

• Differential labeling

– But harder to scan



Labeling

• Common heuristics - list 5-10 most frequent terms 

in the centroid vector.
– Drop stop-words; stem.

• Differential labeling by frequent terms
– Within a collection “Computers”, clusters all have the word 

computer as frequent term.

– Discriminant analysis of centroids.

• Perhaps better: distinctive noun phrase



What Is A Good Clustering?

• Internal criterion: A good clustering will produce 

high quality clusters in which:

– the intra-class (that is, intra-cluster) similarity is 

high

– the inter-class similarity is low

– The measured quality of a clustering depends on 

both the document representation and the 

similarity measure used

Sec. 16.3



External criteria for clustering quality

• Quality measured by its ability to discover some 

or all of the hidden patterns or latent classes in 

gold standard data

• Assesses a clustering with respect to ground 

truth … requires labeled data

• Assume documents with C gold standard 

classes, while our clustering algorithms produce 

K clusters, ω1, ω2, …, ωK with ni members.

Sec. 16.3



External Evaluation of Cluster Quality

• Simple measure: purity, the ratio between the 
dominant class in the cluster πi and the size of 
cluster ωi
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Sec. 16.3



 
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 



Cluster I Cluster II Cluster III

Cluster I: Purity = 1/6 (max(5, 1, 0)) = 5/6

Cluster II: Purity = 1/6 (max(1, 4, 1)) = 4/6

Cluster III: Purity = 1/5 (max(2, 0, 3)) = 3/5

Purity example

Sec. 16.3

Overall: Purity = 1/7 (5+4+3) = 0.71



Rand Index measures between pair 

decisions.  Here RI = 0.68

Number of 

points

Same Cluster 

in clustering

Different 

Clusters in 

clustering

Same class in 

ground truth 20 24

Different 

classes in 

ground truth
20 72

Sec. 16.3

TP

FP

FN

FN



Rand Index

63

• We first compute  TP + FP The three clusters contain 6, 6, and 5 
points, respectively, so the total number of ``positives'' or pairs 
of documents that are in the same cluster is: 
– TP + FP = C(6,2) + C(6,2) + C(5,2) = 40

• The red pairs in cluster 1, the blue pairs in cluster 2, the green 
pairs in cluster 3, and the red pair in cluster 3 are true positives: 
– TP = C(5,2) + C(4,2) + C(3,2) + C(2,2) = 20

– FP = 40 – 20 = 20

• FN: 5 [pair] ( red C1 & C2) + 10 (red C1 & C3) + 2 (red C2 & C3) 
+ 4 (blue C1 & C2) + 3 (green C2 & C3) = 24

• All pair: N x (N-1) / 2 = 17 * 16 / 2 = 136

• TN = All pair – (TP + FP + FN) = 72



Rand index and Cluster F-measure
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Compare with standard Precision and Recall:

People also define and use a cluster F-

measure, which is probably a better measure.

Sec. 16.3



Thank you


